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Evaluation of GDP Growth Forecasts:
Does Using Different Data Vintages Matter?"

JiFi SINDELAR — Petr BUDINSKY

Abstract

This paper deals with effect of different real-tinegta vintages (recent and
first outturn) on accuracy of real GDP growth foemsts produced by main
Czech and Slovak public authorities (ministrie§iredince, central banks). Firstly,
variation in the real-time data itself was analysedong with of multidimen-
sional forecasting error evaluation (MAE, RMSE, \EABeasures). Then, battery
of statistical tests was applied in order to detieren whether the switch from
first to recent real-time data affects forecaststuracy in a significant manner
(Wilcoxon Signed Rank test, Sign test) and whaethadfects relative accuracy
between individual institutions (Kruskal-Wallis tellann-Whitney U test). Our
results show that while the change in underlyintadsdfects forecasting accura-
cy in our sample (using recent data lead to higheors), the changes were
neither found statistically significant in strongajority of surveyed cases, nor
affected the relative accuracy of involved institns.

Keywords: GDP, forecasting, forecast evaluation, data vintage
JEL Classification: E27, C53, EO1, E62

Introduction

Keeping a track record of forecasting accuracgrisimportant part of the
forecasting process. This is even more so with aganomic predictions pro-
duced by public institutions, which play a cruaiale in every country’s fiscal
and monetary policies, affecting the business sextownell. Evaluating macro-
economic predictions, however, contains serioufiestges by design in terms of
underlying data choice. Inevitably, every researdhees a decision whether to
use the most recent, actual data (i.e. recentuon;tor utilise historical, real-time
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data available at a given period of the forecashtingzon (i.e. first out-turn).
Both options have potential interpretational andhméological trade-offs, offer-
ing advantages and disadvantages from the andlgtoa of view, and a poten-
tially significant impact on results and their usagurthermore, the above men-
tioned is emphasized by business cycles and mammogeac policy impacts, as
well as improvements made to the fundamental feteamodels, both of which
occur between periodic data revisions.

This problem is particularly important in relatibm Gross domestic product
(GDP) growth forecasting, where a number of difieagpproaches can be observed
in prolific papers dealing with forecasts” evalaat{e.g. Oller and Barott, 2000;
Allan, 2013; Danielsson, 2008 and others). As assuly most authors, differ-
ent data vintage can significantly affect the omtemf the evaluation (Mc Nees and
Ries, 1983; Kenen and Schwarz, 1986 or Artis, 1996jortunately, there is limi-
ted empirical evidence available, with most of thkevant papers offering only
subjective or very general outcomes. In the Ceiitealtern European context,
the specific evidence is missing altogether, witthars relying on actual (Antal,
Hlav&ek and Horvath, 2008; Antarava et al., 2009; Feldkircher et al., 2015)
or real-time (ArnoStova et al., 2011) data withalmost any reasoning, more or
less on an intuitive basisThis, coupled with the relatively outdated chasacif
principal publications listed above, creates andrtgnt research opportunity.

Therefore, this paper seeks to provide empiriealence on the effect that
different data inputs (recent vs. first out-turriajehave on GDP growth forecast
accuracy, in the context of Czech and Slovak GDEcfasts. The paper is divid-
ed into three sections. In the first part, an osawof relevant literature is pro-
vided, highlighting the main theoretical approaclaesl deriving main study
assumptions. In the second part, a battery of &stewy errors (AFE, RMSE,
MASE?®) is computed and statistical analysis of diffeesnisetween both methodo-
logical concepts is undertaken (Kruskal-Wallis t&gticoxon Signed Rank test).
Finally, the outcomes of the analysis are discusgddregard to the theoretical
assumptions and recommendations for further relseaecprovided.

Literature Overview

As mentioned above, although the decision on vendthuse recent or historic
real variable data bears important consequencelslepn coverage in the concur-
rent literature is rather sparse. As summarized diyle 1, six empirical studies
spanning almost over the last 20 years have besified:

2 Rusnak’s (2016) paper being a rare exception.

3 AFE — Average Forecasting Error; RMSE — Root Meana®e Error; MASE — Mean Abso-
lute Scaled Error.



829

Table 1
Concurrent Studies Meta-analysis
Study Method Surveyed Results
sample
] (1) Use of the latest vintage data does not cdwesenbdel
RMSE, correlation |Real U.S. GDP | forecast (VAR) to be much different.
Robertson| analysis (real time | growth forecasts, (2) The choice of the data does alter the meaduredasting
and vs. final data, one and two accuracy, but not too seriously — it does not chahg model
Tallman VAR/AR/Advanced | quarters ahead | ranking:
(1998) estimate model (1959 - 1977, « Armsevar = —0.46/-0.2
setup) 1977 — 1998) + Armseiar = —0.52/-0.53
+ Arwseiae = —1.15; Acorretationae = —0.13
: The forecasting error is not very different, wheretasts are
Croushore RMSE (real time Real U.S. GDP based on real-time data as opposed to final redatl The
vs. final data, growth forecastg, ) .
and Stark imole ARIMA head model based on final data actually produced a tjidgss
(2001) simple one year ahea accurate forecast than the real-time one:
model setup) (1958 — 1999) € )
- Arwsesariva = 0.02
RMSE, Diebold- The study finds that even the simple model (moenerage)
-Mariano test (real Real U.S. GDP is able to predict revisions in data better thanrthive-zero
time setup, moving growth.fo'recasts forecast, but the difference is marginal and ratisttcally
Aruoba average/naive-zero one ' significant (real GDP growth):
. quarter and < -
(2008) models for revi- one year ahead « Armsema-nz = —0.04 (annual value, not statistically
sions forecasting) (1958 — 1999) significant difference — DMl
« Arwvsema-nz = —0.02 (quaterly value, not statistically
significant difference — DMl
Real Euroarea (1) Forecasts for individual quarters tend to balar whether
; they are based on preliminary or revised data.
Diron RMfS.E l(r;:atl t'm? ?DP grtowth (2) Revisions to the monthly variables and to GB&gh
(2008) vs. linal data setup, | lorecasts, one account for only a small share of the overall fast@rrors:
multiple models) quarter ahead _ )
_ + Armse/ar= —0.05
(2001 - 2004) _
M ARMSE/Aver@gForece =-0.06
The results indicate the model performance is sdmew
sensitive to data vintage noise (extent of revisjom three
out of twelve comparisons, the most accurate m@deR
Real U.S. GDP based on ADS index) did not confirm its superiget@msting
RMSE, t-test, wth 'f ; ¢ efficiency in terms of RMSE differential, when fedth the
Monte Carlo gro Orecasts, \intage data:
Taylor ! ) one and two gedaa: o i .
(2014) simulation (real uarters ahead | ° low noise: significant superiority of VARs confirmed in
time vs. final data ?1959 1977 4/4 comparisons (three times at p = 0.01; singfe=a0.05)
setup, four models) 1977 — 19985 - medium noise: significant superiority of VAR
confirmed in 3/4 comparisons (twice at p = 0.0fhgi at
p = 0.05)
- high noise: significant superiority of VARBs confirmed in
2/4 comparisons (twice at p = 0.01)
The results indicate that the forecasting modetthas
‘ on revised data (Akyv) exhibited significantly better
. RMSE, Diebold- Real Italian GDR' performance in 1-step (month) ahead forecast, misted
Raponi Mariano test (real growth forecasts, results in two and three step ahead forecasts:
and Frane i final dat 1 -3 months -
(2014) Ime vs. final data | .4 . éRMSEll—step =-0.3; pv=0.001 — 0.045

setup, four models)

(2006 — 2013)

« Arwmserzstep = 0.03; pm = 0.352 — 0.926
. ARMSEB-slep =-0.12; Bm = 0.284 — 0.901

2 The A value is calculated as a difference between remataturn (RO) and first out-turn (FO) results (anearter /
two quarters ahead forecast).
® The difference of the correlation between foreeast real value (RO — FO). Just one quarter reauliable for the

AE model.

d Rangeof Diebold-Mariano test probabilities, when compgrARgey with the other three models.
VAR - Vector autoregressive model
AR — Autoregressive model

ARIMA — Autoregressive integrated moving averageleio
AE — Advanced estimated model

MA — Moving average model
Source:Own research.

NZ — Naive-zero model

RMSE — Root mean squared forecasting error
ADS — Philadelphia Fed Aruoba-Diebold-Scotti index.
DM — Diebold-Mariano test
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Going through the highlighted papers, several commatterns are evident.
Firstly, the majority of available research is fscly mainly on forecasting
models” performance under different data setupiivestigating differences in
accuracy, when using recent out-turn data as am,irgo called now-casting),
instead of analysing the effect of different datatages on accuracy of existing
forecasts. This is a vocal point of concurrent ¢asting research in this context,
as evinced by other papers not listed above (ergusbore and Stark, 2003;
Feng, 2005 or Giannone, Reichlin and Small, 2088tondly, nearly all of the
available papers deal with short horizon forecasiy, essentially one to two
guarters ahead being the average maximum. Geoggdhiall of the papers
listed above are centred in Western Europe andJtBe, with two of the U.S.
papers (Croushore and Stark, 2001; Aruoba, 2008)joétky sharing a similar
data sef.

From a factual perspective, the results mostlycaté only minor differences
among themselves when using different vintageshefdata. This creates an
interesting schism with older theoretical works,iebhgenerally presume signi-
ficant effect, in terms of accuracy differen%eée.g. McNees and Ries, 1983;
Kenen and Schwarz, 1986). Combining both inputettugy, we find that most
papers recommend using historical data “availablihe time of the forecast”;
the reasoning behind operates mainly with the fst’s aim to hit the first
value and not the latter one, incorporating unfeeesrevisions (Artis, 1996).
Related applied studies generally oscillate betwwehminary estimates (usual-
ly published before the end of the forecast periosee e.g. Di Fonzo, 2005;
McKenzie and Gamba, 2008) and first availablefsgétdstimates (usually pub-
lished during the first/second half of the followiperiod — e.g. Keereman, 1999;
Oller and Barott, 2000 or Antal, Hlakek and Horvath, 2008). The advocates of
the opposite approach, while less numerous (e.gidBson, 2008 or Arnostova
et al., 2011), simply rely on the latest publisiteda available, without further
restrictions. They argue that “it is crucial to wke most accurate estimate of the
actual data in order to avoid penalising the bestliption of what actually hap-
pened as opposed to the best prediction of whigllpiwas mistakenly thought
to have happened” (McNees and Ries, 1983, p. 27).

Finally, methodological aspects of the highlightdddies point to a common
evaluation algorithm. All of the papers rely on Rddean Squared Error
(RMSE), in some cases accompanied by the proligbald-Mariano (DM) test.

4 Real time data set, published by the Federal Resgané of Philadelphia in 1999 — see
Croushore and Stark (2001) for details.

® This expectation is underlined by the extent af @DP growth revisions, which is common-
ly found (Aruoba, 2008) to reach as much as 0.258&mmand 1.51% std. deviation value, and to
be statistically significant (Q-statistics at 2@dap = 0.00).
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Both of the modules are problematic in a certaimsee While using RMSE as
the main metrics is not necessarily a bad stratagyt well covers error magni-
tude in discontinuities), it offers just a singlergpective on the final accuracy
when the multi-metrical approach is widely recomdeh (Makridakis and
Hibon, 1995; Armstrong, 2001). The application ledé DM test brings up even
more serious issues, as the method even in itsl saaple variant (Harvey,
Leybourne and Newbold, 1997), exhibits seriousdsswhen confronted with
finite time-series and serial persistence (Chrisgteret al., 2007). Both are likely
to occur in GDP growth timelines. Because of tlii® evaluation framework
found in most studies can be substantially enhgneétler by using more
measures from the scale-dependent or relative ya@id by using more suita-
ble, non-parametric test methods.

In the Czech-Slovak context, the problem is gdhermt covered, with the
single exception of Rusnak’s (2016) paper. In shigly, a comparison of two
models” performance (dynamic factor model, judgmlenbw-cast and their
combination) on the basis of multiple indicatord ey real GDP growth is un-
dertaken (2005 — 2012 period). By using multipleizons (1Q — 6Q ahead),
Rusnak came to similar results like the studieseured earlier, withhgyse 0SCil-
lating around 0.1 — 0.3 difference in favour of thedels based on final data,
slightly increasing with the lengthening horizorori¢ of these were found sta-
tistically significant, using the problematic DigdeMariano test.

Overall, both recent and historical data approsaehibit analytical merit
and have found supporters among the scientific conitpn Most of the empiri-
cal papers, however, have diverted their focushto gerformance of different
models with different data inputs, which, althouglvital topic itself, does not
directly answer the question of whether and howdifferent data benchmarks
affect the accuracy of individual forecasts. Alsmst papers share methodologi-
cal deficiencies related to the measures used,hwight have affected their
final outcome. We next present relevant hypotheseiwed from the presented
research and set of methods utilised in our follgranalysis.

Research Hypotheses

Based on the available research, in the firsteplae presume that there will
be no statistical difference between absolute (MAK] relative (MASE) accu-
racy measures, when using different vintages ofdéhévalue (Y) data:

H,: Forecasting accuracy measured by MAE metrics issigptificantly different
when using first and recent out-turpdéta.
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H,: Forecasting accuracy measured by MASE metricstisigaificantly different
when using first and recent out-turpdéta.

Furthermore, we will examine the differences betwéhe surveyed institu-
tions themselves, both in the real-time and aatatd setup:

Hs: Forecasting accuracy measured by MAE metrics issigptificantly different
among surveyed institutions, when using first out-ty; data.

Hg4: Forecasting accuracy measured by MASE metricstisigaificantly different
among surveyed institutions, when using first aut-tY; data.

Hs: Forecasting accuracy measured by MAE metrics issigptificantly different
among surveyed institutions, when using recentuuat-; data.

He: Forecasting accuracy measured by MASE metricstisigaificantly different
among surveyed institutions, when using recentuut; data.

While the first two hypotheses form the bulk o§pense in relation to our
main research question, the additional four indiyeaugment the findings by
analysing causal difference between individuaitusbns. This also adds another
layer of factual findings itself. The data soureesl methods employed in the
verification are presented next.

Data

In our analysis, we use annual real GDP growtkdasts produced by four
Czech and Slovak institutions, in the followingipés:
» Ministry of Finance, Czech Rep. (MFCR, 2016) —-39%014 period

» Czech National Bank (CNB, 2016) — 1998 — 2015qukri
« Ministry of Finance, Slovak Rep. (MFSK, 2016) -040- 2014 period
« National Bank of Slovakia (NBS, 2016) — 1995 42p@eriod.

From the variety of forecasts, the institutiondlmh each year (usually four
forecasts with multiple horizons), the paper utifizthe autumn forecast, pub-
lished mostly in October/November. Because we nsea, next year forecasts,
the surveyed forecasting horizon is determined iwiftb months (15M). Such
a setup not only covers the most important yeamgigtion used for the budget-
ary and other fiscal procedures, it also follows firactice of prolific papers
cited, such as Oller and Barott (2000) or Keere(i889).

Regarding the crucial real value indicator, wéisditwo variants of data:

« Mogt recent out-turn — most recent GDP growth data provided by the
Czech Statistical Office (CZSO, 2016) and the Stiatl Office of the Slovak
Republic (SOSR, 2016) respectivély.

% Data available by 3/2016.
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« First out-turn — historical GDP growth data in terms of a pretiary (first
available) estimate, published by the end of nedry(i.e. the year being fore-
cast, usually in December), provided by the OECILE) Economic Outlook.

Similarly to the previous, by adopting the firgtimate strategy, the study
puts itself on a comparative basis with vital paftshe papers forming current
theoretical background (aforementioned Di Fonz@520/cKenzie and Gamba,
2008 and others). From a practical perspective fitse GDP estimate is also
a value that many institutions measure their effanith and represents the most
contrasting preliminary figures available. Thisthar underlines the compara-
tive framework used in statistical testing.

Method

In terms of accuracy evaluation, the study mettedies on a combination of
three forecasting error measures, from the scglertlent and relative family
respectively. Denoting the real value at a givemetiasy;, forecast value ak;
and the subsequent forecasting erroEas (Y; — R), we can define them as the
following:

« Mean Absolute Error (MAE)

MAE = meax{ B)

» Root Mean Squared Error (RMSE)
RMSE=,/ meaf E)
« Mean Average Scaled Error (MASE)

MASE= mean &

n

oY YA

These measures form the backbone of “raw” foreaastiracy evaluation,
reflecting individual weaknesses and recommendsatipresented in summary
papers such as Hyndman and Koehler (2006) and Aontstand Collopy
(1992). The most relevant limitation includes fastcand real values close to or
equal to zero, which raises a natural restrictmthe usability of some measures,
namely from the percentage error family. For tleason, the evaluation bench-
mark, proposed in literature (Fair, 1986; Filded &tekler, 2000; Oller and Ba-
rot, 2000), relies on a combination of squaredesdalpendent measures (RMSE,
imposing heavier penalties on bigger errors, tmssieng higher contrast), abso-
lute measures (MAE, to detect possible over-fottogi@nd sandbagging) and
relative measures (MASE, to simply judge the fostmas ability to perform
better than the benchmark, usually the naive méthSdch a combination
covers all of the basic accuracy features, withghp arisen by the exclusion
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of percentage errors usually covered by other nmeasnt supplements and/or
relative measures.

The second part of the analysis is composed tétital verification of dif-
ferences between individual measures, and themifiignce, in relation to set
hypotheses. A battery of two non-parametric methedsilised:

(i) For evaluation of differences between erroasges calculated with the
most recent and first out-turn data (related sag)phe utilise thewilcoxon
sign test. Working with its classical variant, as definedvifilcoxon (1945), this
test indicates, whether indicators originating friive same sample under diverse
conditions differ (Alternative hypothesis — difff. imedians not equal to zero), or
not (Null hypothesis — diff. of medians equal to®e Before applying the test
itself, we have also verified its prerequisiteenms of data symmetry, by apply-
ing the Miao, Gel and Gastwirth test (Miao, Gel &wabkwirth, 2006), with posi-
tive results: the symmetry was not rejected forguecluded time series (i.e.oH
was not rejected on common p = 0.05; full disclesaf the p-values can be
found in Appendix 1). Finally, we have also used $imple Sign test fulfilling
the same role as the Wilcoxon sign test, to acuasontrol method.

(i) Regarding differences between individual ingions” forecast accuracy,
the Kruskal-Wallis test was utilised, enabling us to compare accuracyacdasts
between institutions. The decision to omit the m@eowned Diebold-Mariano
method was based on aforementioned evidence defisiencies (rejecting null
too often — oversized type | error), when dealinthwhort samples containing
serial persistence (Christensen et al., 2007).detailed analysis of differences
between individual institutions, the two-tailed MaWhitney U test (Mann and
Whitney, 1947) was applied. In order to verify bteksts” prerequisites, we fur-
ther evaluated independence of the time serie8t(itisns) using the Ljung-Box
independence test (Ljung and Box, 1978). Agaimsitive result was obtained
(i.e. Hy was not rejected on common p = 0.05; full disctesaf the p-values can
be found in Appendix No. 1), combined with data syetry tested earlier.

All of the tests were conducted separately forNtAE and MASE measures;
since RMSE is a naturally interval metrics, it waamitted from this part of the
analysis. We next present results gained in befbsst

Results

Data Vintages Effect on Underlying Data

As aforementioned, some studies point to a sutistaange of changes the
overtime revisions can inflict on the first outsittata. In case of real GDP growth
in the Czech Rep. (CZ) and Slovakia (SK), the ¢ffexs quite heterogeneous and
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surprisingly, not predominantly related to the olgeriods. The following table
summarizes basic descriptive statistics (meangdatandeviation) of both abso-
lutized (ABS) and non-absolutized (NONABS) diffeces between first and
recent out-turn data (Table 2):

Table 2
Differences between First and Recent Data Vintag€%o of GDP, underlying Y, data)
Czech Republic Slovak Republic

Period Mean Mean StDev StDev Mean Mean StDev StDev
(NONABS)| (ABS) |(NONABS)| (ABS) |(NONABS)| (ABS) |(NONABS)| (ABS)

1995 — 1999 0.482 1.319 1.431 0.736 0.55p 0.660 .1931 | 0.667

2000 — 2004 0.628 0.970 0.926 0.559 0.405 0.681 .7100 | 0.452

2005 — 2009 -0.077 1.004 1.140 0.545 0.31p 0.975 0911. | 0.583

2010 - 2015 0.035 0.289 0.439 0.332 0.11p 0.554 .6620 | 0.380

199t —201¢ 0.256 0.866 1.068 0.676 0.132 0.799 0.969 0.564

Source:Own calculations.

Coming from the numbers at hand, we can deriversgimportant findings.
Firstly, the prevailing direction of revisions iset same in both countries: in the
CZ the overall effect (mean of non-absolutized gajuled to an increase com-
pared to the first out-turn data, in SK the outconss the same and the first
estimates were aggregately toned up as well, aflm¢ias much. Regarding the
magnitude of the revisions (mean of absolutizedieg) in both countries, the
general size of revisions points to slightly Idsart one percentage point. This is
a rather substantial change, keeping in mind thawip values generally oscil-
late between zero and five percent. Finally, contiagk to the prelude, the dis-
tribution of revisions was not tailing towards ald&lues, which is particularly
true for Slovakia, when the extent of the revisiom005 — 2009 greatly sur-
passed the first two periods. Still, we can coneltitht the overall extent of revi-
sions in both countries is considerable, also sai high variation indicated
by the standard deviation values. How will it afféee institutions” forecasting
performance?

Accuracy Measures

From the accuracy perspective, the forecasts cardpeith the first (FO) and
the recent (RO) out-turn data offer visible diffeces, as outlined in Table 3.
The calculation of accuracy metricises was perfaorfoe every year of the series
as well as for a period of five years, tied to ithidal year 1995. With the excep-
tion of RMSE, which, as a naturally interval mea&swras calculated only in the
five year term.
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Table 3
Accuracy Measures Results — Czech Republic
MFCR CNB
o o o o [} o [} o

Year ° ° uf uf uf uf e e Tif uf uf T}

e 2|22 |2 |44 ]2|2|2]|¢

< < x x = = 2 x = =
1995 05| 00 03 | 00
1996 57| 41 11 | 1.1
1997 25| 29 70 | 18
1998 04| 23 02 | 11.5| 14| 05 08 | 25
1999 29| 1.1 10 | 04| 36| 1.8 1.3 | 06
1995-1999 | 24| 21 31 2% 18 299 25 12 27 130 | 16
2000 01| 00 00| 00| 06| 05 04 | 1.0
2001 22| 13 15| 26| 23| 14 16 | 28
2002 03| 08 0.2 * 19| 08 10 | *
2003 21| 11 16 | 08| 21| 11 16 | 08
2004 28| 1.2 19 | 13| 21| 04 14 | 05
2000-2004| 15| 09 19 1. 1p 1P s d8 19 pa2 | 13
2005 25| 1.8 57 | 13| 31| 24 71 | 1.7
2006 06| 1.2 05 | 120 00| 06 00 | 6.0
2007 23| 06 08 | 04| 23| 06 08 | 04
2008 85| 81 11| 09| 77| 73 10 | 08
2009 20| 21 03| 03| 09| 10 01| 0.1
2005-2009 | 32| 28 42 3. 1.y 300 2|8 24 39 B58 | 18
2010 00| 0.1 01| 03| 08| 09 23| 30
2011 19| 1.9 07 | 06| 21| 21 07 | 07
2012 12| 22 33| 37| 07| 17 20 | 28
2013 07| 1.1 03| 03| 01| 03 00 | 0.1
2014 17| 1.8 08 | 09| 17| 18 08 | 09
2010-2014 | 11| 14 13 16 1p 1 11 14 13 152 | 15
1995-2014| 20| 18 28 2% 14 21 20 15 24 p@4 | 15

* Because of data attributes, MASE cannot be catedlfor those years.
Source:Own calculations.

Both Czech institutions exhibit interesting sumyndata. Firstly, the CNB
was able to reach lower scale-dependent forecastimgs (MAE, RMSE) in
almost every surveyed period. MFCR, on the otherdhachieved a slightly
better performance vs. the naive benchmark (MA8Eome sub-periods, par-
ticularly with the first outturn data. Regardingptbrucial difference between RO
and FO accuracy, results indicate two importardifigs: (i) the differences were
rather minor in scale (mostly oscillating arouna goint of error) and (ii) with
the exception of the last sub-period (2010 — 20t ,forecasting error always
increased, when switching from FO to RO input d&t@m an economic point
of view, forecasting errors, understandably, inseeain uncertain macroeco-
nomic periods, which are predominantly concentratexlind the 1996 — 1997
recession, the 2008 — 2009 global financial casid subsequent fiscal consolida-
tion and the 2013 CNB exchange rate interventiomalfy, we cannot conclude
that the differences between paired error measigesease over time, i.e. are
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higher with older data. Although with the CNB swxlpattern is observed, MF
exhibits different results, error differences itetaperiods (2000 — 2004; 2005 —
2009) being higher than the older ones.

Table 4
Accuracy Measures Results — Slovak Republic
MF SK NBS
] o o o ] o o o
Year ° © Tif uf uf Tij e e Tif uf uf uf
Y22 /2|2|4|¥|2|2]|2]¢
< < 2 x = = 2 x = =
1995 10 | 0.2 10 | *
1996 11 | 0.0 15 | 00
1997 08 | 0.2 04 | *
1998 32 | 10 08 | 03
1999 08 | 0.1 06 | 1.0
1995 — 1999 14 | 03] 16| 05| 09 04
2000 03| 03 02 | 04
2001 09 | 07 07 | 04
2002 15| 00 1.7 | 0.0
2003 13 | 09 79 | 09
2004 18| 07 16 | 18| 15| 04 1.3 | 1.0
2000-2004 | 1.8/ 07 18 07 16 18 11 g5 12 DR4| 05
2005 31| 28 15| 1.0| 30| 27 14 | 09
2006 34| 19 14 | 17| 36| 21 15| 1.9
2007 12| 05 02 | 02| 18| 02 04 | 01
2008 10.1| 104 09 | 08| 10.2| 104§ 09 | 08
2009 32| 22 03| 02| 20| 10 02 | 0.1
2005-2009 | 42| 35 57 5 09 08 41 33 52 5®I | 08
2010 02| 00 01| 00| 02| 00 01 | 00
2011 01| 1.0 01| 25| 08| 03 06 | 08
2012 07| 13 70| 07| 02| 08 18 | 04
2013 03| 04 03| 02| 03| 04 03 | 02
2014 10| 06 09 | 10| 10| 06 09 | 1.0
2010-2014| 04| 07 08 08 1y 09 05 (4 6  Dp®7 | 05
1995-2014| 23| 20 3§ 34 183 09 1y8 11 28 DpH.2 | 06

* Because of data attributes, MASE cannot be catedlfor those years.
Source:Own calculations.

Slovak results largely correspond with the presjaegarding the main pat-
terns. MF SK offered worse raw performance thancémral bank (NBS), with
the ministry faring slightly better vs. the naivenbhmark; interestingly, both
institutions were outperformed by the naive fore@a2005 — 2009 and in the
total FO period. As with Czech results, error meaesypeaked in economically
breaking periods, most notably during accelerateavth in 2005 — 2006, fol-
lowing the outbreak of the global recession in 2608 the EURO adoption in
2009. Error differences, again rather minor in spgént to an accuracy decrease
when switching from FO to RO data. Similarly to tbeech Rep., one institution
(MF SK) exhibited a gradual decrease of error diffees over time, while the
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other one (NBS) exhibited an intermittent patté@merall, we can conclude that
the accuracy measures in both countries do showve sliifierences, between the
forecasting errors originating from the RO and E@ underlying data. Most
of the results also demonstrate that errors wegheniwith the RO than with
the FO data, implying validity of the “forecastamafor the first preliminary
estimate” thesis. A crucial question now needse@bswered: are these visual
differences also statistically significant?

Statistical Tests of Research Hypotheses

In the first part, a battery of two related-samielsts was carried out, in order
to determine the statistical significance of the-RO error differences (5 H,).
This is the primary research topic of the paper thedcorresponding results are
quite interesting (Table 5, full details are praddn Appendix 2).

Table 5
RO-FO Error Differences Test Results (p-values)
MFCR CNB MFSK NBS
MAE | MASE | MAE | MASE | MAE | MASE | MAE | MASE
(H) (Hz) (H1) (Hz) (H) (Hy) (H) (Hz)

Related-samples Sign test 0.648 0.607 0.21 0.791 0.549 0.508 00040.049

Related-samples Wilcoxan
Signed Rank test 0.242 0.629 | 0.032| 0.638 0.142 0.676| 0.001 0.03%

2p<0.05

Source:Own research.

According to both tests, the null hypothesis (iiffecences between the RO
and the FO based error) was not rejected for twtitinions completely (MFCR,
MFSK), i.e. for both error measures (MAE, MASE).dther words, regarding
these two entities, switching from the RO to the df@@a does not significantly
alter the scaled forecast accuracy, as well apén®rmance versus the naive
in-sample benchmark. On the other hand, we havblatienal Bank of Slovakia
(NBS). Here, both tests rejected a null hypothesdtis both error measures, sug-
gesting that in this case the RO/FO interchangd teaa significant variation
(decrease) of forecasting errors” value. Finalig, €zech National Bank (CNB)
forecasts exhibit an interesting, heterogeneoutenpatWhile with the MASE
error, the null hypothesis gHwas not rejected, the MAE error produced con-
flicting results (H): the Sign test upheld the null hypothesis, yetc@#on t.
rejected it. This implies that the effect’s sigrdfince is not unequivocal in this
case, but because we used Wilcoxon t. as our pyimathod, the interpreta-
tion should point rather to a significantly diffeteating effect of the Ydata
vintage.
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The second step of the analysis deals with difie¥e of accuracy between
individual institutions, under differentYata set-up (K- Hs). Although not
a direct examination, this analysis indicates, Whethe data change affected the
relative accuracy inside the sample. Kruskal-Wdksw) and Mann-Whitney
(M-W) U tests were utilised (Table 6, full detadlie provided in Appendix 3).

Table 6

Error Differences between Surveyed Institutions irDifferent Data Set-up
(RO-FO; p-values)

Whole sample

Method

MAE MASE
Kruskal-Wallis test_RO data gHH,) 0.947 0.931
Kruskal-Wallis test_FO data ¢HHs) 0.028 0.178

MFCR x| MFCR x| MFCR x| CNB x | CNB x | MFSK x
CNB MFESK NBS MFESK NBS NBS

Mann-Whitney U test_ RO data_ MAE {H 0.951 0.435 0.646 0.904 0.509 0.75
Mann-Whitney U test_ RO data_ MASE{H | 0.626 0.968 0.871 0.655 0.401 0.63
Mann-Whitney U test_FO data_MAE {H 0.279 0.795 0.0£0| 0.962 0.097 0.075
Mann-Whitney U test_FO data_ MASEdH | 0.691 0.418 0.110 0.374 0.139 0.321

o~

Source:Own research.

How do the results relate to the previous part8tllyj regarding the whole
sample differences (K-W test), both error measoféered different outcomes:
while with the MAE, the RO/FO data switch did aff¢lce statistical difference
between institutions” accuracy (RO null not rejdcteO null rejected), MASE
results were identical in both setups (null noecegd). This can be seen as an
implication that “raw” accuracy might be more sémsi to Y; data than the
comparison with the naive benchmark. Furthermdrés vital to note that in
three cases (RO_MAE, RO_MASE, FO_MASE) the nulldtpeses Kl H, and
Hs were not rejected, indicating no significant diffiece between sample mem-
bers in terms of forecasting accuracy.

Regarding the bilateral differences (M-W testhafi p-values paint a more
homogeneous picture. Only in a single case outdofegted the interchange of
the RO and the FO data resulted in diverse reUECR x NBS,.AE).7 In other
words, in the vast majority of the comparisons,ngjeain the underlying \Ydata
did not alter the relative accuracy among the sugeleénstitutions. In those cas-
es, the H— Hg (null) hypotheses were not rejected, confirmingt tthere is no
statistically significant difference between forstiag the accuracy of affected
institutions, in terms of the MAE and MASE errofs with the K-W test, this
is a vital secondary finding itself.

" Additional two MAE combinations (CNB x NBS, MFSKNBS) could be considered on p = 0.1.
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Discussion

Going through all of the analytical steps we haweertaken, study results
have transpired through an important evolution. fittst two steps, summary of
different data vintages and visual comparison efrélated error measures, have
detected substantial variations in the surveyed-tia¢s and notable differences
between forecasting errors originating with the &t the FO data. Unsurpris-
ingly, a vast majority of differentials points ta increase of forecasting error,
when switching from the first to the recent outatly; vintage. Crucial is not the
visual observation, however, but the following $iigance testing. And that
confirmed that in a substantial majority of cas#® underlying RO/FO data
switch neither caused significant differences i MAE and the MASE error of
individual institutions (Wilcoxon Signed Rank trjor changed the relative dif-
ference between the individual institutions” accyr@K-W t., M-W t.). This
creates an interesting schism that can be simpgbjasred, though: while the
RO/FO data change does alter the accuracy of pghtwth forecasts in com-
prehensive directions, the magnitude of the chaigyéi® most cases) not high
enough to cause significant differences. Procelridlis evolution also under-
lines the importance of statistical testing asiticat element in forecasting ana-
lysis, in conjunction with plentiful evidence presed in literature (e.g. Hibon
et al., 2012; Fildes and Steckler, 2000; Armstr@@f)1 and others).

From a theoretical perspective, study outcomesngly support evidence
presented in most concurrent studies outlinedeénirtroduction part (Robertson
and Tallman, 1998; Croushore and Stark, 2001; Aau@ab08 and others), listing
only minor (insignificant) changes between the R@ the FO forecasting accu-
racy. This represents a continuation of doubtinglaims raised by older works
(McNees and Ries, 1983; Kenen and Schwarz, 198t@§hwwere generally as-
suming critical importance of the RO/FO data inpithte results, however, still
imply that this assumption might hold true, if tth&ta revisions present between
the FO and the RO rise over a critical limit. White have gained insignificant
outcome in a strong majority of the cases (Wilcosam t., M-W t.), there are
partial results in certain years that do suppast tthesis (NBS Wilcoxon t. score,
underlined by its MAE/MASE values in 2005 — 2009ipd). This suggests
interpretation conditions for our meritory concluss, which is tied to a range of
revisions between the FO and the RO. Should thegy@xous parameter rise
notably above the level inherent to current da&b(@ 2), in a manner described
by for example Aruoba (2008), reassessment of dheiot findings is viable.

Regarding the practitioner’s point of view, thenclusions of our paper can
potentially bring a certain level of simplificatido forecast assessment. While
the evaluation based on the recent out-turn databeaexpected to put more
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pressure on the institution’s performance, as & feand to be related to higher
overall error, it should not differ, in generalgmsificantly from an evaluation
based on the first out-turn. This is an importardssage for the assessment
methodologies different institutions and researshese, as it weakens the neces-
sity of “stick to the FO or the RO data” philosoghi which are sometimes rigid-
ly enforced. It also broadens the manoeuvre spaleen desired vintage of the
data is unavailable or inconsistent. Secondlyfitidings remain rather sceptical
of the “forecasters aiming at the first availableRsestimate” thesis, represented
by Di Fonzo (2005) or McKenzie and Gamba (2008 $bope of our research
did not include differentiation between multiplerlgagrowth estimations (first
available, settled etc.) at first, and as mentiomepeatedly: while their raw error
measures indicate some difference, core test lesttdisprove it. This promotes
further examination of the issue in the follow dpdies.

From an economic perspective, results need tontegpreted in a broader
context of macroeconomic development of surveyemhtees. Aside from busi-
ness cycles effects, both economies had to dedl substantial interference
coming from their fiscal and monetary policies.\foasly unaccounted actions,
like the CNB 2013 koruna exchange rate interventi@aly affected predictabil-
ity of most macroeconomic indicators including Gb®o did the arrival of the
2008 — 2009 financial crises, which is clearly eefed by the individual error
measures (MAE, RMSE and MASE). In theory, the réeadisruptive events
of this type could be partly compensated by deveku of the forecasting
methods themselves, which have over the yearsaWpiprogressed into ump-
teenth iteration of Dynamic stochastic general ldariiim (DSGE) causal model
adjusted by expert judgment. Both factors needetdalien into account when
overseeing study outcomes.

Conclusions

The objective of this paper was to provide emplrievidence on the effect
different data inputs (first vs. recent out-turriajéhave on GDP growth forecast
accuracy. Our subsequent findings can be summainistdte three main bullet
points below:

« Summary statistics analysis revealed that, inddifiirent vintage of data
are subject to variation, resulting from continuoesisions. As evinced by the
following analysis of forecasting error measurdss tvariation translates into
lower accuracy of growth forecasts, when evaluatethe most recent (revised)

8 For further details about macroeconomic develofroéhoth countries, consult e.g. periodic
OECD Economic Outlook (OECD, 2016).
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instead of the first available ;Yfata (first estimate). While with the scaled
measures (MAE, RMSE) the extent of difference galhereached individual
units of error on average, the differences in perémce vs. in-sample naive
benchmark (MASE) were considerably more substantial

- In the statistical part of our analysis, neverthglethe applied battery
of tests (Sign t., Wilcoxon signed ranked t.) hadidgated that the exchange of
the underlying RO and FO data does not influeneeattturacy of the forecasts
in a significant way. Except for the NBS, with aliher institutions, the null
hypothesis (b H,) was rejected, for both error measures MAE and BAS

- Our ultimate research inquiry was whether the changthe underlying ¥
data does affect the relative accuracy of indididhgtitutions, i.e. previously insig-
nificant differences in accuracy are made significand vice versa. Utilising the
Kruskal-Wallis and Mann-Whitney U tests, we havaiagound that in a strong
majority of the cases, the change in the underldgiaign did not produce a differ-
ence between the RO/FO comparisons on selectaficigoe levels, rejecting the
null (Hs, Hs, Hs, Hs). The only notable exception was the whole sanbiE
result, where the FO outcome indicated accuradgréifice, while the RO out-
come disproved it. This was not reproduced in #ieed testing (M-W t.), however.

The results of our research bring vital informatfor fellow researches and
also both countries” forecasting institutions amdicgmakers. Regarding the
directions for future research, the study points tweo particularly important
areas. The first is obviously geographical extemsicas the results encompass
the area of the Czech and Slovak Republics, thaiifigation in the broader
regional context (of Central and Eastern, prospelgtiwestern Europe) is vital.
The second point is related to functional divecsifion, i.e. to reproduction of
presented analysis on different macroeconomic atdis and their forecasts.
Particularly inflation, due to its role in fiscah@ monetary policy, represents an
important candidate, with other primary aggregdeeg. unemployment, GDP
components) being suitable as well. Both directimosild open the possibility
for further generalization of our findings and shibbe also seen as general
validity verification, required with any empiricalirvey.

As of study limitations, the main inherent paraené$ the length of the time-
scales available. This has objective as well agstibe reasons, with no credi-
ble macro-forecasts before 1995 (because of ammystange in 1989) and some
institutions exhibiting an even shorter forecastimgtory (MF SK, CNB). The
extent of the time-scales used, however, is stithgarable to similar studies
reviewed in the theoretical part (i.e. Diron, 20B&poni and Frane, 2014; Rusnék,
2016), suggesting that data compliance assumptitas hStill, the verification of
the results over time, using a lengthened time dramviable, in addition to the
research opportunities listed above.
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Appendices

Appendix 1

Independence and Symmetry Tests Results (p-values)

Ljung-Box Miao, Gel and Garswith
independence test symmetry test
MFCZ_MAE_ recent out-turn 0.525 0.919
MFCZ_MAE_first out-turn 0.677 0.654
MFCZ_MASE_recent out-turn 0.679 0.588
MFCZ_MASE_first out-turn 0.615 0.131
CNB_MAE_ recent out-turn 0.323 0.927
CNB_MAE_first out-turn 0.351 0.740
CNB_MASE_recent out-turn 0.747 0.789
CNB_MASE_first out-turn 0.505 0.609
MFSK_MAE_ recent out-turn 0.976 0.152
MFSK_MAE_first out-turn 0.863 0.275
MFSK_MASE_recent out-turn 0.773 0.747
MFSK_MASE_ first out-turn 0.796 0.953
NBS_MAE_ recent out-turn 0.897 0.508
NBS_MAE_first out-turn 0.943 0.594
NBS_MASE_recent out-turn 0.925 0.815
NBS_MASE_ first out-turn 0.891 0.967

Source:Own calculations.

Appendix 2

Sign t. and Wilcoxon Signed t. test Statistics (dital values for p = 0.05 in brackets)

MFCR CNB MFSK NBS
MAE | MASE | MAE | MASE | MAE | MASE | MAE | MASE
(Hd) (Ho) (Hy) (H2) (Ha) (Ho) (Hy) (H2)
Related-samples Sign test 8 8 5 7 4 3 3 5
(k test statistics, binomial (6) (6) (5) (5) #) 2 (6) (6)
distribution)
Related-samples Wilcoxon
Signed Rank test 73 92 32 66 16 28 22 49
(V test statistics, binomial | (53) (53) (35) (35) (11) (11) (53) (53)
distribution)

Source:Own calculations.

® Number of lags was set equal tori(
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Appendix 3

Kruskal-Wallis t. and Mann-Whitney U t. Test Statistics (critical values for p = 0.05
in brackets)

Whole sample
Method
MAE MASE
Kruskal-Wallis test_RO data gHH,) 0.367 0.444
(chi2 test statistics, chi2 distribution) (7.815) (7.815)
Kruskal-Wallis test_FO data ¢HHs) 9.099 4917
(chi2 test statistics, chi2 distribution) (7.815) (7.815)
MFCR x | MFCR x| MFCR x| CNB x | CNB x | MFSK x
CNB MFSK NBS MFSK | NBS NBS
Mann-Whitney U test_RO data_MAE {H 168 91 183 91 148 102
(W test statistics, W distribution) (106) (63) (128) (52) (106) (63)
Mann-Whitney U test_RO data_MASE 4H 154 109 194 84 142 98
(W test statistics, W distribution) (106) (63) (128) (52) (106) (63)
Mann-Whitney U test_FO data_MAE {H 134 104 106 92 115 67
(W test statistics, W distribution) (106) (63) (128) (52) (106) (63)
Mann-Whitney U test_FO data_MASE4H 157 90 141 74 121 86
(W test statistics, W distribution) (106) (63) (128) (52) (106) (63)

Source:Own calculations.



